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Nonlinear Heterogeneous Model of Composite
Solid-Propellant Combustion

B. Rasmussen¤ and R. A. Frederick Jr.†

University of Alabama in Huntsville, Huntsville, Alabama 35899

A computational model of composite solid-propellant combustion that combines three important properties is
described. First, the model is heterogeneous, in that it incorporates a multilevel � ame structure similar to the
Beckstead–Derr–Price proposition. Second, it is nonsteady, and its main purpose is to predict pressure-coupled
frequency response. Third, it is fully nonlinear, where thermal capacitance calculationscome from a computational
solution of the transient heat-conduction equation separately in the oxidizer and binder. Calculations show a
frequency response that varies signi� cantly with oxidizer particle diameter and mean pressure. Some observed
trends are that the magnitude of the real part of RP tends to diminish with higher mean pressures and that
propellants with very coarse oxidizer particles tend to develop two peaks, one for the oxidizer and one for the
binder.

Nomenclature
A = preexponential factor; unit area
C p = constant pressure speci� c heat
D = oxidizer particle diameter; diffusion coef� cient
d = thermal diffusivity
E = activation energy
f = generic function
G = mass � ux
K = turbulent mixing coef� cient
M = molecular weight
n = pressure exponent
P = pressure
q = speci� c energy
RP = pressure-coupledfrequency response
< = universal gas constant
T = temperature
t = time
x = distance
® = mass fraction
¯ = power factor in diffusion coef� cent
³ = volumetric fraction
¸ = thermal conductivity
º = exponential factor
½ = density
¾ = surface fraction; temperature sensitivity
¿ = characteristic response time

Subscripts and Superscript

ap = ammonium perchlorate
b = binder
diff = diffusion
f = � ame
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g = gas phase
i = initial state
k = vector subscript
p = total propellant; constant pressure
r = reaction
ref = reference condition
s = surface; solid
v = vaporization
0 = reference conditions
¤ = characteristicvalue

Introduction

T HIS paper describes a nonlinear, nonsteady, computational
model of compositesolid-propellantcombustion,similar to the

Beckstead–Derr–Price (BDP) 1970 model.1 Whereas most models
in the BDP framework have been steady-state constructions, the
present model is an attempt to extend the concept to a nonsteady
regime. Speci� cally, the goal is to predict the nonlinear frequency
response of burning rate to pressure oscillations.

Previous research has produced linearized, nonsteady BDP-type
models (see Refs. 2 and 3), as well as nonlinear composite mod-
els with homogeneous assumptions,4;5 but the current attempt is
both nonlinear and heterogeneous.The basic theoretical picture not
as complicated as some of the more re� ned steady-state models6

because computational restrictionsassociatedwith nonlinear simu-
lation tend to lengthen the list of assumptions.

The model applies to composite propellants with ammonium
perchlorate (AP) oxidizers and hydroxyl-terminatedpolybutadiene
(HTPB) binders, although the model could extend directly to other
polymer binders by simply changing material and chemical con-
stants in the computation.The model can only simulate propellants
with one oxidizerparticle diameter, that is, monomodal propellants.
In nonsteadysimulations,the model only considers thermodynamic
effects such as temperature pro� les in the solid region and shift-
ing � ame heights and temperatures. It does not consider nonsteady
chemicalchangessuch as inducedoxidizer-to-fuel(O/F) ratio oscil-
lations.It is quasione dimensional,where two- or three-dimensional
effects collapse into “characteristic”values (Fig. 1).

This idealized model differs from real combustion in several sig-
ni� cant ways. First, practicalpropellantsare almost always polydis-
perse. Second, there is no such thing as an absolute � ame height or
temperature. The model in this paper retracts the � ame region into
a set of characteristic � ame heights and temperatures that de� ne
the heat � uxes into the surface. Third, in real composite propellant
de� agration, heat moves laterally through � uid � ow on the surface
and conduction between binder and oxidizer.
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Fig. 1 Idealized Sketch.

Basic Equations
Mass Fluxes

By assumption, the mass � uxes of oxidizer and binder depend
solely on their respective surface temperatures through Arrhenius
pyrolysis. Some research has indicated that simple Arrhenius py-
rolysis may not be a complete description of nonsteady burning,
and other relationships, such as the one-step, zeroth-order rela-
tion may be a better approximation.7 The nonsteady portion of the
current model, however, does include thermal capacitance in the
solid phase, just as the zeroth-order relation does. These effects
do not show up directly in the surface pyrolysis relationships, but
they do alter the burning rate through manipulation of the surface
temperature.

The mass � ux of oxidizer and binder are, respectively,

G ap D As;ap exp.¡Es;ap=RTs;ap/ (1)

Gb D As;b exp.¡Es;b=RTs;b/ (2)

The total mass � ux derives from a time-averagedcombinationof
the constituentmass � uxes.A line of unit length drawn into the pro-
pellant normal to the surface will have a certain fraction of oxidizer
and the rest binder. On average, the fraction taken up by oxidizer
is the volumetric fraction of oxidizer in the unburned propellant,
likewise for the binder. The total linear burning rate is, therefore,
r D 1=.³ap=rap C ³b=rb/. Normalizing by density to convert linear
burning rate to mass � ux, the total mass � ux is

G p D 1=b®ap=Gap C .1 ¡ ®ap/=Gbc (3)

Mass conservation now dictates the relative surface areas that the
constituents occupy. The total mass � ux leaving the surface is

Gap¾ap C Gb.1 ¡ ¾ap/ D G p (4)

or, solving for ¾ap,

¾ap D .G p ¡ Gb/=.Gap ¡ Gb/ (5)

Equation(5) implies that,when the linearburningrateof theoxidizer
is higher than the linear burning rate of the binder, ¾ap is smaller
than the volumetric fraction of oxidizer (and vice versa).

As a consequence of the change in surface area, the character-
istic diameter of a burning AP particle at the surface changes as
well. A plane that intersects a packed bed of randomly distributed
spheres encounters an average intersection diameter8 of Di .

2
3
/1=2.

Thus, when the linear burning rate of oxidizer is identical to that of
the binder, the surface fractionof oxidizer is equal to the volumetric
fraction, and the characteristic diameter is just Di .

2
3 /1=2 . When the

linear burning rates are different, however, the characteristicdiam-
eter changes.

The total surface area that the oxidizer occupies is the number of
oxidizer particles multiplied by the characteristicparticle diameter
D¤, that is,

¾ap D .number of oxidizer particles/ ¢ .D¤/=.unit length/ (6)

When it is assumed that the number of oxidizer particles on the
surface remains constant regardless of burning rate, even though
their average diameters might change, the relation becomes

¾ap=³ap D D¤=Di

p
2=3 or D¤ D .¾ap=³ap/Di

p
2=3 (7)

Surface Temperatures

Energy balancesfrom deep within the propellant to just above the
surface provide surface temperature equations for the oxidizer and
binder. There is no term for radiant heat � ux, and so the equations
only apply to situations where conduction is the dominant means
of energy transfer. Energy balances for the oxidizer and binder,
respectively,are

GapC p;s;apTi C ¸g;ap
@T

@x

­­­­
x D 0C

C Gapqv;ap D GapCp;s;apTs;ap

C
Z 0

¡1
½s;apC p;s;ap

@Tap

@t
@x (8)

GbC p;s;bTi C ¸g;b
@T

@x

­­­­
x D 0C

C Gbqv;b D GbC p;s;bTs;b

C
Z 0

¡1
½s;bC p;s;b

@Tb

@t
@x (9)

where the coordinate system for all space-dependent equations in
this paper is a Lagrangian system, with x D 0 at the surface and
x D ¡1 deep within the propellant.

The derivative terms on the left-hand sides of Eqs. (8) and (9)
represent heat conducted into the surface, and the integral terms
on the right-hand sides represent thermal capacitance in the solid
phase. The speci� c energy qv represents total energy required to
vaporize the substance. Each qv might include positive terms for
exothermic reactions and negative terms for endothermic reactions
or latent heats. The model does not directly account for reactions
that occur signi� cantly below the surface, although energy from the
reactionsmight be included in the qv terms. For example, the energy
required to force the phase transition in AP from orthorhombic to
cubic is included in qv;ap, but the phase transition is assumed to
occur at or near the surface. This assumption facilitates calculation
of temperature pro� les in the nonsteady part of the model.

To calculate the conductive terms in Eqs. (8) and (9), it is neces-
sary to postulate a temperature pro� le above each surface. It seems
reasonable that the temperature pro� les in the gas phase would be
exponentialin shape. Thus, the assumed temperature pro� les above
the oxidizer and binder are

T D T f;ap ¡ .T f;ap ¡ Ts;ap/ exp
¡
¡ºx

¯
x¤

f;ap

¢
(10)

T D T f ¡ .T f ¡ Ts;b/ exp
¡
¡ºx

¯
x¤

f

¢
(11)

where º is a constant equal to 2.5. The inclusion of º forces the
temperature to be close to the corresponding � ame temperature at
the correspondingcharacteristic � ame height.

Equation (11) implies that the � ame is relatively homogeneous
above the binder.Above the oxidizer,however, the temperaturepro-
� le has one exponential form in the premixed � ame [Eq. (10)] then
another exponential form in the diffusion � ame [Eq. (15) to be
given]. Although the reaction � ame does occur directly above the
oxidizer/binder interface, it does not directly alter the temperature
pro� les above either the oxidizeror the binder. It does, of course,al-
ter the system as a whole by changing the positionof energyrelease.

Differentiating Eqs. (10) and (11) with respect to x and sub-
stituting the results into Eqs. (8) and (9) gives the following two
expressions for Ts;ap and Ts;b:
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Ts;ap D
GapC p;s;apTi C

¡
¸g;apT f;apº

¯
x¤

f;ap

¢
C Gapqv;ap

GapCp;s;ap C
¡
¸g;apº

¯
x¤

f;ap

¢

¡
Z 0

¡1
½s;apC p;s;ap

³
@Tap

@t

´
dx

¿³
GapCp;s;ap C

¸g;apº

x¤
f;ap

´
(12)

Ts;b D
GbC p;s;bTi C

¡
¸g;bT f º

¯
x¤

f

¢
C Gbqv;b

GbC p;s;b C
¡
¸g;bº

¯
x¤

f

¢

¡
Z 0

¡1
½s;bCp;s;b

³
@Tb

@t

´
dx

¿³
GbC p;s;b C

¸g;bº

x¤
f

´
(13)

Note a critical approximation implied here: The energy balances
presenteddo not explicitlyaccountfor the fact that a line drawn nor-
mal to the surface into the propellantencountersregionsof oxidizer
and regions of binder. That is, Eqs. (8) and (9) imply that an area of
the surface that is binder will continue to be binder “all of the way
down,” or at least until the temperature pro� le levels out at Ti . A
real temperature pro� le, in contrast, contains “kinks” as it changes
slope moving through regions of binder and oxidizer. Hopefully,
errors introduced by this assumption tend to average out over the
course of the entire solution, but there is no guarantee that they do
so. Future work in this area should include a better statisticalmodel
of the interior of the propellant, similar to some of the previous
statistical descriptions of the surface.9

Characteristic AP Flame Temperature

The characteristictemperatureof the premixed � ame, T f;ap, is not
equal to theadiabatic� ame temperatureofAP because,quitesimply,
it is not adiabatic.The � nal � ame temperatureT f is higher than T f;ap

so that heat conducts from the � nal � ame into the premixed � ame.
On the other end, Ts;ap is lower than T f;ap , so that heat conducts
from the premixed � ame into the surface. Thus, T f;ap can be either
higher or lower than the adiabatic � ame temperature of AP. When
the premixed � ame is very close to the surface and the � nal � ame is
very far away, the T f;ap will be low. Conversely,when the premixed
� ame is relatively long and the � nal � ame is relatively short, T f;ap

will be high.
An energy balance from x¤

f;ap to x¤
f providesan equation for T f;ap.

In thebalanceto follow, there is no thermalcapacitancetermbecause
the � ame is quasi steady by assumption. The balance is

G pC p;g;p T f;ap C ¸g
@T

@x

­­­­
x D x¤

f;ap

C G pq f;diff D G pC p;g;p T f (14)

Again, it is necessary to postulate a temperature pro� le in the � ame
to calculate the conductive term. The model incorporates a pro� le
that is very similar to the assumed pro� les in Eqs. (10) and (11):

T D T f ¡ .T f ¡ T f;ap/ exp

³
¡º

x ¡ x¤
f;ap

x¤
f ¡ x¤

f;ap

´
(15)

DifferentiatingEq. (15) with respect to x and substituting the result
into Eq. (14) gives

T f;ap D T f ¡
G pq f;diff

G pCp;g;p C º¸g;p

¯¡
x¤

f ¡ x¤
f;ap

¢ (16)

Characteristic Flame Heights

Heat transfer processes in the gas phase depend on a set of char-
acteristic � ame heights, sometimes called standoff distances. As
alreadymentioned, the model comprises two second-orderreaction
� ames near the surface and one diffusion � ame above them.

The overall characteristic� ame height x¤
f , is the sum of the char-

acteristic heights of the reaction and diffusion � ames; x¤
f and the

� ame temperaturede� ne the heat � ux into the binder and AP � ame.

The � rst and simplest � ame is the premixed � ame. It is a second-
order kinetics-dominated � ame that occurs directly above an oxi-
dizer particle. The characteristicheight of a one-dimensional� ame
of this type is1

x¤
f;ap D G ap

¯£
P2 Ag;ap exp.¡Eg;ap=RT f;ap/

¤
(17)

Another second-order kinetics-dominated � ame in the model is
the reaction � ame that occurs above the interface of the binder and
oxidizer.The equationdescribingx¤

r is very similar to Eq. (17),with
different constants. The equation is

x¤
r D G p

¯£
P2 Ar exp.¡Er =RT f /

¤
(18)

The diffusion � ame occurs over both the reaction and premixed
� ames. The height of a diffusion � ame is related to mass � ux and a
diffusion coef� cient through the expression1

x¤
d / G p D¤2

½g
(19)

where the diffusion coef� cient has two components. The � rst
component derives from familiar laminar mixing, which depends
on the temperature, pressure, and a reference value as follows1:

lam D 0T 1:75
¯

P (20)

or, substituting in the ideal gas law,

lam D 0T 0:75.Mg=<½g/ (21)

The second component derives from turbulent mixing.10 This com-
ponent depends on vorticity above the interface between the binder
and oxidizer and is directly proportional to the difference between
oxidizer and binder mass � uxes. Moreover, the size of the shear re-
gion above the oxidizer/binder interface is directly proportional to
the characteristic oxidizer particle diameter. The turbulent mixing
component is, therefore,

turb D KD¤2jGap ¡ Gbj
¯

½g (22)

where K is a constant of proportionality.When Eqs. (20) and (22)
are substituted into Eq. (19), the total diffusional mixing height is

x¤
d D

G p D¤2

Adiff

¡
0T 0:75

f;ap .Mg=</ C KD¤jGap ¡ G pj
¢ (23)

where T f;ap is a representative gas temperature for the laminar dif-
fusion relationship and Adiff is a constant that converts the propor-
tionality . Equation (22) does contain one obviously crude approx-
imation in that it represents overall diffusivity as the simple sum of
the laminar and turbulent components. The turbulent mixing com-
ponent, however, only in� uences the model in the higher end of the
pressure range in this paper (>200 bar), and so the approximation
should not skew the overall results unduly.

The turbulent mixing component does add one extra calibration
constant, K , and this addition can be deceptive. When calibrating
the model to steady-statedata, one should be cautiousand minimize
K so that laminar mixing dominates.

Because of the computational structure of the model, the exact
valuesof x¤

d andx¤
r are unnecessary.Rather, their sum, x¤

f D x¤
r C x¤

d ,
is the important parameter.

Steady-State Solution

The model is a system of eight equations, Eqs. (1–3), (12), (13),
and (16–18), plus Eq. (23) and eight unknowns, G ap, Gb , G p , Ts;ap,
Ts;b , T f;ap, x¤

f;ap , and x¤
f . Four � oating parameters help to calibrate

the model to known steady-statedata, Adiff; Ag;ap; Ar ; and K , where
K should affect the model only at pressuresabove 200 bar. The four
� oating parameters do allow a lot of room for manipulation, and so
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Table 1 Constants in the modela

Constant Value

Tref 500 K
Mg 0.0262 J ¢ mol¡1 ¢ K¡1

D0 7.585£ 10¡5 m2 ¢ s¡1 (ref: 0 K,1 atm)
K 1.0 m5 ¢ kg¡1 ¢ s¡2 ¢ K¡0:25

º 2.5
Ar 2 £ 10¡4 s3 ¢ kg¡1 ¢ m¡1

Ag;ap 2.5 £ 10¡5 s3 ¢ kg¡1 ¢ m¡1

As;ap 9.6 £ 105 kg ¢ s¡1 ¢ m¡2

As;b 1.225£ 103 kg ¢ s¡1 ¢ m¡2

Adiff 8.0 K0:25 ¢ kg ¢ s2 ¢ m¡5

Es;ap 9 £ 104 J ¢ kg¡1

Es;b 3.43£ 104 J ¢ kg¡1

Er 1.256£ 105 J ¢ kg¡1

Eg;ap 6.28£ 104 J ¢ kg¡1

½ap 1950 kg ¢ m¡3

½b 920 kg ¢ m¡3

qv;ap 4.222£ 105 J ¢ kg¡1

qv;b ¡2.0 £ 105 J ¢ kg¡1

C p;s;ap
b 1.717 ¢ T C 586.15 J ¢ kg¡1 ¢ K¡1

C p;s;b 3.559 ¢ T C 1047 J ¢ kg¡1 ¢ K¡1

¸s;ap ¡3.85£ 10¡4 ¢ T C 0.628 W ¢ m¡1 ¢ K¡1

¸s;b 5.44 £ 10¡5 ¢ T C 0:184 W ¢ m¡1 ¢ K¡1

¸g;ap 7.2 £ 10¡5 ¢ T C 0:006 W ¢ m¡1 ¢ K¡1

¸g;b 4.33£ 10¡4 ¢ T ¡ 0:15 W ¢ m¡1 ¢ K¡1

¸g;p 1.08£ 10¡4 ¢ T C 0:0133 W ¢ m¡1 ¢ K¡1

aTemperatures are in degrees Kelvin. bReference 13.

Table 2 Properties that depend on O/F ratio

®ap q f;diff , J ¢ kg¡1 T f , K C p;g;p , J ¢ kg¡1 ¢ K¡1

0.73 2.07£ 106 1587 2870
0.77 2.63£ 106 1996 2292
0.80 3.01£ 106 2309 2091

one should take care to keep the physical parameters in reasonable
ranges when calibrating the model. As an additional complication
in nonsteady simulations, the integral terms in Eqs. (12) and (13)
require a calculation of the temperature pro� les in the oxidizer and
binder.Table1 is a list ofmost of theconstantpropertiesin themodel,
where binder properties in this paper correspond to Isophorone di-
isocynate (IPDI)-cured HTPB. Although Table 1 lists solid-phase
speci� c heat and thermal conductivity as functions of temperature,
both of these properties are actually constant in the computationof
the model. Speci� cally, C p;s.Tref/ and ¸s.Tref/ are the values used
in the computation.Gas-phase thermal conductivitiesare functions
of � ame and surface temperatures.

All of the values in Table 1 represent average values from the
literature,10¡12 but threeotherproperties,C p;g;p , q f;diff , and T f , come
from thermoequilibriumcalculationsthat in turn depend on the O/F
ratio. Table 2 lists these properties as a function of ®ap .

Steady-State Results
Figures 2 and 3 are plots of steady-state burning rate vs pressure

for several types of propellants. Experimental data for 90- and 5-
¹m monomodal propellants with O/F ratios of 80=20 come from
ultrasonicexperimentsdoneat ONERA in Palaiseau,France.10 Data
for the 200- and 17-¹m propellants with O/F ratios of 75=25 come
from ultrasonic experiments done at the University of Alabama at
Huntsville(UAH).13 All experimentaldata in Fig. 2 come fromroom
temperature (¼295-K) tests. Error bars represent §4% accuracy.

Figures 2 and 3 show reasonable agreement between theoretical
predictionsand available data. The four calibrationconstants, Adiff,
K , Ag;ap , and Ar , have been adjusted to � t the ONERA data, but the
theoretical cures for the 75=25 propellants are pure predictions.

Temperature sensitivity is also an important aspect of the steady-
state model because it indicates the ability of the solid phase of
the propellant to absorb thermal energy, which in turn plays an
important role in the nonsteady response. Figure 4 shows predicted

Fig. 2 Steady-state burning rates, O/F = 80/20.

Fig. 3 Steady-state burning rates, O/F = 75/25.

Fig. 4 Temperature sensitivity.

and experimental temperature sensitivity for the UAH propellants.
All data in Fig. 4 come from calculations/tests at 20±C and 60 deg.
Error bars representa §1±C error in temperatureand a §4% error in
burning rate. Unfortunately, empirical temperature sensitivity data
typicallyhave signi� cant scatter, as shown in Fig. 4. Nevertheless, it
is encouragingto see predictedtemperaturesensitivitieson the order
of 0.003K¡1, which is a reasonablevalueof ¾P for a non-aluminized
AP/HTPB propellant.

Figure 5 shows theoretical surface and � ame temperatures as
a function of pressure for a 100-¹m monomodal propellant with
80% AP and 20% HTPB. (All predictions for the remainder of this
paper correspond to 298-K initial temperatures.)There does appear
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Fig. 5 Steady-state � ame and surface temperatures.

to be a signi� cant surface temperature difference between the oxi-
dizer and binder, indicatingsigni� cant lateral heat transfer. It is pos-
sible that quasi-one-dimensional modelswill eventuallyaccountfor
lateral heat transfer through a sophisticated averaging scheme, but
it is more likely that future studies will need to incorporate higher
dimensions to address this phenomenonproperly in nonsteady sim-
ulations. Figure 5 illustrates the role of characteristic� ame heights
in the model. When the AP � ame is very high above the surface at
low pressures, its characteristictemperature is higher than the adia-
batic � ame temperatureof pure AP (»1400K) becausethe diffusion
� ame is feeding heat into the kinetics-dominated� ames below. As
the pressurerises, x¤

f;ap falls, and the heat transfer from the AP � ame
to the surface becomes more signi� cant, thus lowering the charac-
teristic temperatureto a valuebelowthe adiabatic� ame temperature
of pure AP.

Nonsteady Solution
The integral terms in Eqs. (12) and (13) represent thermal capac-

itance in the solid phase of AP and binder, respectively, and thus,
they drive the nonsteady response of the system. Each integral con-
tains a @T =@t term, so temperature pro� les in the binder and AP at
each simulation time step are necessary.The familiar transient heat
conduction de� nes the temperature in the binder and oxidizer. It is

½C p
@T

@t
D @

@x

³
¸

@T

@x

´
¡ ½r

@.C pT /

@x
(24)

where thermal properties such as C p and ¸ depend on the solid
substance. In the current study, thermal properties are constant in
the oxidizer and likewise in the binder. Other studies have focused
on the effect of temperature-dependent thermalpropertiesand solid-
phase reactions, but these studies have typically assumed a single
temperature pro� le that results from average properties between
oxidizerand binder.5 To iterate,thecurrentmodelmaintainsseparate
temperature pro� les for the oxidizer and binder.

The solution of Eq. (24) is basicallya simple task, except for one
added dif� culty: The surface temperatures and burning rates of the
oxidizer and binder are unknown.They are dependentvariables that
must be solved iteratively with the other six dependent variables
of the system. Computationally, this means that the temperature
pro� les in the oxidizer and binder must be resolved many times at
each simulation time step until the surface temperatures match up
with the other variables to form an overall solution.

One well-posed way to calculate a new temperature pro� le is to
de� ne it as a function of the current surface temperature and the
temperature pro� le at the previous time step, that is,
Z 0

¡1
½s;apC p;s;ap

³
@Tap

@t

´
dx

´ f .Ts;ap;current iteration ; previous AP temperature pro� le/ (25)

Z 0

¡1
½s;bC p;s;b

³
@Tb

@t

´
dx

´ f .Ts;b;current iteration ; previous binder temperature pro� le/

(26)

where the functions on the right-hand side of Eqs. (25) and (26) are
actually numerical solutions of Eq. (24) in the oxidizer and binder,
respectively.

Now that the overall computationalstructure is set, the actual so-
lution, althoughnot trivial, is not abstruseeither. In steady-statecal-
culations, any simultaneous equation algorithm, such as Newton’s
method, will solve the eight equations. In unsteadycalculations,the
same solverwill work, but Eqs. (12) and (13) require the integration
two temperature pro� les.

The function that calculates the temperature pro� les for this
paper is a Crank–Nicolson � nite difference scheme that accepts
two boundary conditions: Ti deep within the propellant and a Ts at
the surface. (Ts would correspond to a current guess value of either
Ts;ap or Ts;b at any given iterationin the main loop.) Other arguments
to the function include the thermal properties, the burning rate, the
time spacing, the previous temperature pro� le, and a vector of spa-
tial locations that represent � nite difference nodes. The function
returns a new temperature pro� le at the next temporal step, corre-
sponding to the Ts that was passed to it. As implied by its argument
list, the function does not require a constant x spacing, and indeed
for the present calculations, the x location at some point k comes
from the relationship

xk D .1500£ 10¡6/e¡99:88.1 ¡ e0:12k / (27)

The preceding spacing function decreases exponentially near the
surface where temperature gradients are highest and, thus, signi� -
cantly reduces the numberof pointsnecessaryto resolve the temper-
ature pro� le. Such computational thrift becomes important because
the CCC function may potentially have to generate hundreds of
temperature pro� les at each simulation time step until Ts;ap and Ts;b

boundary conditions converge with the six other variables of the
system.

Time-step sizes and simulation cutoff criteria depend on several
factors.Two factors to considerare the characteristicresponsetimes
of the system. They are

¿ap D dap

¯
r 2

ap; ¿b D db

¯
r 2

b (28)

When the minimum of the minimum two values is denotedas ¿min

and the maximum is denotedas ¿max, the maximum calculationtime
step should, therefore, be no greater than ¿min=19 for the simulation
to generate a reasonably sharp picture of the transient response.
However, two other factors may also in� uence the step size. First,
the time step should be no larger than 1=.37 ¢ !/, where the input
pressure is oscillating at frequency !. Second, trial and error has
shown that time steps larger than 10 ¹s can potentially lead to
unacceptable error. Therefore, one can write the step size as

1t D min[¿min=19; 1=.37!/; 10 ¹s] (29)

The overall length of the simulation similarly depends on multiple
factors. The total simulation time is the greater of � ve pressure
oscillations or 8 ¢ ¿max .

The � nal task in a simulation is to calculate RP . Figure 6 is a plot
of a simulation with an oscillating pressure input. The simulation
is of an propellant with an 80=20 O/F ratio and 100-¹m oxidizer
diameter, subjected to an input frequency of 5000 Hz. When the
peaks of the mass � ux during the � nal oscillationare consideredthe
response magnitude for the simulation is

jRP j D
.G p;max ¡ G p;min/=.G p;max C G p;min/

.Pmax ¡ Pmin/=.Pmax C Pmin/
(30)

Similarly, phase shift information comes from the relationship,

btime. NG p/ ¡ time. NP/c ¢ 2¼! (31)
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Fig. 6 Example nonsteady simulation.

Fig. 7 FFT of mass � ux at four pressure oscillation amplitudes.

where time ( ) is a function that calculatesthe time locationof either
NG p or NP . Most of this paper is concernedwith the magnitude of the

response instead of the phase, but in the following section, some
representativecurves will be shown.

Unfortunately,frequency-responsefunctionsare inherentlylinear
concepts that do not apply directly to nonlinear simulations such as
the one in the present study. Equations (30) and (31) are possible
due to the relative “cleanness”of computer-generateddata, but they
are not quite correct if the simulation does not produce a sinusoidal
burningrate output in responseto a sinusoidalpressureinput.There-
fore, it is worthwhile to explore the applicabilityof these simpli� ed
methods to a nonlinear simulation.

Figure 7 is a plot of the Fourier spectrumof mass � ux in response
to a pressure input of 200 Hz. The simulation in Fig. 7 is of a propel-
lant with 100-¹m AP particle diameter, 80% AP/20% HTPB with a
mean pressure of 20 bar. Each curve in Fig. 7 is the modulus of the
Fourier transform of mass � ux during the last few oscillations, that
is, after dynamic equilibrium, at a given pressure oscillation mag-
nitude. Input magnitudes of 20 and 50% show a distinct excitation
at 200 Hz, whereas the 10% curve shows a developingnonlinearity.
Figure 7 implies that pressure oscillations that are higher than 10%
can induce secondaryharmonics and that nonlinearitybecomes sig-
ni� cant even at relatively low-pressure oscillations. Nevertheless,
the effect is not overwhelming, as shown by the scale of the ab-
scissa of Fig. 6 compared to the maximum values.

Because RP is such a common parameter in the literature, it is
necessary to approximate it irrespective of any nonlinearity in the
present study. One alternative to Eqs. (30) and (31) is to set the
response function equal to the ratio of the fast Fourier transform
(FFT) of the output to the FFT of the input, that is,

RP D [FFT.r/=FFT.P/] ¢ . NP=Nr / (32)

Numerical experimentation has shown that Eq. (32) returns re-
sults that are nearly identical to that of Eqs. (30) and (31), at least
in simulations with pressure oscillations smaller than 10%. Again,
the fundamental problem with any method of this type is that the
simulation is nonlinear, whereas the entire concept of a frequency
response is inherently linear. All RP plots for the remainder of this
paper are the results of Eqs. (30) and (31).

Nonsteady Results
Figure 8 shows the effect of mean pressure on the predicted re-

sponse of two propellantswith an O/F ratio of 80=20. In both cases,
the input oscillation magnitude is 10% of the mean pressure. One
propellant has a 100-¹m AP particle diameter, and the other has a
5-¹m AP particle diameter. The general trend in Fig. 8 is of low-
ered response magnitude with increasing mean pressure. Figure 8
is not normalized by the pressure exponent, however, so that some
of the effect might be due to semiplateau regions in the burning rate
curves. Figure 9 is a plot of four phase shifts for the same propel-
lants. The curves in Figure 9 show signi� cant irregularity because
the simulationtemporal step size is large.Calculationof phase shifts
in discretedata requiresa relativelyhigh samplingfrequency,and so
the simulation time step would have to be much smaller to generate
smooth phase curves for example, 1

100 !.
Figure 10 shows the effect of AP particle diameter on the mag-

nitude of the predicted response. All propellants in Fig. 10 have an

Fig. 8 Effect of mean pressure on j RP j .

Fig. 9 Representative phase shifts.

Fig. 10 Effect of oxidizer particle diameter on j RP j .
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Fig. 11 Effect of input oscillation magnitude on j RP j .

O/F ratio of 80=20, a mean input pressure of 50 bar, and an input
oscillation magnitude of 10%. Figure 10 gives an example of how
heterogeneity might affect the model. As the AP particle diameter
becomes very large (>200 ¹m), a secondary peak appears. This
peak correspondsroughly to the characteristic response time of the
binder, whereas the � rst, lower-frequency peak corresponds to the
characteristicresponse time of the oxidizer. Homogeneous models,
that is, models that use average properties between oxidizer and
binder and simpler � ame structure, cannot predict this behavior.

Figure 11 shows the effect of increasingpressureoscillationmag-
nitude. It contains two sets of curves for a 100-¹m AP particle di-
ameter propellant with an O/F ratio of 80=20. One set of curves
correspondsto a mean pressureof 10 bar, and the other set of curves
corresponds to a mean pressure of 50 bar.

For comparison to previous work, one can consider the effect of
using average thermal properties instead of the two-pro� le system
in the model. A propellantwith a 100-¹m AP particle diameter and
an O/F ratio of 80=20 has a mass-averaged thermal diffusivity of
1.309£ 10¡7 m2 ¢ s¡1 and a predicted steady-state burning rate of
3.748 mm/s at a pressure of 10 bar. Thus, a model with a homoge-
neous solid phase would predict a maximum response magnitude at
a frequency of (0:003748 m/s)2=.1:309 £ 10¡7m2/s) D 107 Hz. In
contrast, the peak in Fig. 11 is somewhat lower. Clearly, there can be
a largedifferencebetween compositepropellantmodels that use av-
erage properties and those that consider the constituentsseparately.

Finally, Fig. 11 corroborates the implication of Fig. 7 that the
burning rate becomes nonsinusoidal when the pressure oscillation
magnitudegrows larger than about10%of themean pressure.Above
this threshold,ringingin the secondaryharmonicsbegins to become
noticeable,and the calculated jRP j starts to diverge. Figure 11 does
not indicate that the magnitude of the response either increases or
decreaseswith increasingoscillationmagnitude.Rather, it indicates
that the output is becoming less sinusoidalas oscillationmagnitude
grows larger, and thus, any method that determines jRP j assuming
a sinusoidal output will have increasing error.

Conclusions
Figure 2 shows approximate agreement between experimental

data and theoretical predictions, at least for pressures below about
400 bar. Temperature sensitivities are reasonable for propellants of
the type being modeled.

The overall trend seems to be of a reduced response magnitude
with increasing mean pressure, plus some interesting effects that
come fromboth the heterogeneityand the nonlinearityof the present
study. The heterogeneity of the model affects the response curves
through two paths: shifting of the peak and development of new
peaks.Theprimarypeakin jRP j plots is still theonethat is associated

with the characteristic response time of the AP, but this peak, as
a general rule, occurs at a somewhat lower frequency than 1=¿ap.
Moreover, when the AP particle diameter (and, thus, the diffusion
� ame) becomes large, the binder and AP tend to separate mecha-
nistically, and a second peak develops near the frequency 1=¿b .

Nonlinear effects are not as evident as heterogeneous effects.
The � rst, most obvious nonlinear effect is a nonsinusoidal output
in response to a sinusoidal input. This is not a signi� cant issue for
oscillation magnitudes under about 10%, as Figs. 7 and 11 indi-
cate. The nonlinearity of the present model is certainly not useless,
however, because it has the potential to predict response to non-
sinusoidal pressure inputs. Such predictions should be the subject
of future research.
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